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Objectives

•Discuss ethical considerations
•Equity
•Regulatory
•Other considerations

•Review NAM framework 



What Ethics?

• Privacy and Data Security
• Informed Consent
• Data Ownership
• Bias and Fairness
• Equity 
• Accountability and Liability
• Regulation and Governance
• Patient Autonomy
• Unintended Consequences
• Transparency and Explainability

Exhaustive List



Focus



Equity

All Quality Improvement Work is Health Equity Work



Equity

Representation



Representation



Representation



Representation

In regards to tort law… “As for 
personal injury claims, a dark-skinned 
patient could argue that a reasonable 
physician would have sought additional 
information relevant to oxygen 
saturation (eg, arterial blood gas 
testing). Claims against hospitals for 
failure to provide accurate equipment, or 
failure to have policies requiring 
clinicians to assess additional indicators 
of low oxygen saturation among dark-
skinned patients, seem equally plausible”



Representation

HHS Proposed Rule Change… “If finalized, the rule 
would arguably create greater enforcement risk for 
hospitals that continue to use pulse oximeters that 
perform less accurately on dark-skinned patients.

Specifically, §92.210 prohibits covered entities from 
using discriminatory clinical algorithms in health care 
decision-making.7 Although the provision lacks a 
precise legal definition for “clinical algorithms,” HHS 
describes them as “tools used to guide health care 
decision-making,” which can range from simplistic 
clinical guidelines to complex computer algorithms or 
decision support interventions.7 ”
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Equity

Representation Bias



Bias

• Are AI and ML programs fair?
• Are implicit or explicit bias integrated in 

to the code?
• Does the training data represent the 

target population?
• Is there bias in how data gets 

annotated?
• Are socioeconomic or ethic bias 

integrated into the system?
• Is there institutional, training or 

treatment bias?



Bias

•Humans
•Experiences
•Unconscious Bias

Rules



Equity

Representation Bias Health Disparities



Equity

•Cornerstone of innovation
• Improve access
•Reduce health disparities
•Proactive instead of reactive
• Language
•Disabilities
•Race
•Cultural norms
•Social determinants of health



Equity

•Return on Investment



Regulatory

• Privacy 
• Data security
• Data ownership
• Governance



Regulatory

•Privacy
•Consent
•Harm



Regulatory

•Data security
•Beyond hospital data

•Patient/Provider autonomy



Regulatory

•Governance
•Data ownership
•Data stewardship

Ethics

LegalInnovation



Accountability

• Moral and legal accountability





Unregulated AI at the bedside?



Education





Framework



A Look Forward

• Technology will evolve
• Equity at the center, not an afterthought
• Engage stakeholders 
• Incorporate education
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Questions?

ceciliacanales@mednet.ucla.edu

@UCLAAnes
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